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ABSTRACT

Given a scanned score page, Optical Music Recognition
(OMR) attempts to reconstruct all contained music informa-
tion. However, the available OMR systems lack the ability
to recognize transposition information contained in complex
orchestral scores. 1 An additional unsolved OMR problem
is the handling of orchestral scores using compressed no-
tation. 2 Here, the information of which instrument has to
play which staff is crucial for a correct interpretation of the
score. But this mapping is lost along the pages of the score
during the OMR process. In this paper, we present a method
for retrieving the instrumentation and transposition informa-
tion of orchestral scores. In our approach, we combine the
results of Optical Character Recognition (OCR) and OMR
to regain the information available through text annotations
of the score. In addition, a method to reconstruct the in-
strument and transposition information for staves where text
annotations were omitted or not recognized is presented. In
an evaluation we analyze the impact of transposition infor-
mation on the quality of score-audio synchronizations of
orchestral music. The results show that the knowledge of
transposing instruments improves the synchronization accu-
racy and that our method helps in regaining this knowledge.

1. INTRODUCTION

A conductor reading an orchestral score can easily recog-
nize which instrument is notated in which staff of a system.
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1 For transposing instruments the written notes are several semitones
higher/lower than the sounding notes.

2 In our context, the notion of compressed score is used to describe a
score, where after the first system staves of instruments not playing are
temporarily removed from a system.
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For this to be possible, a set of common conventions of type-
setting scores was developed. Examples are the introduction
of all instruments playing in a piece of music by labeling the
staves of the first system, a fixed instrument order or the us-
age of braces and accolades to cluster instruments [12]. In
case of compressed scores, in addition to the labeling of the
first system, subsequent systems are annotated with instru-
ment text labels as well (see Figure 1). However, these are
typically annotated by abbreviations instead of full instru-
ment names. In several scores, labels are omitted when a
system does not differ structurally from the preceding sys-
tem.

...
...

...
...

...
...

Figure 1. Extracts from Franz Liszt: Eine Sinfonie nach Dantes
Divina Commedia using compressed notation (Publisher: Breit-
kopf & Härtel).

The PROBADO project 3 aims at developing a digital li-
brary system offering new presentation methods for large
collections of music documents (i.e., scans of sheet music
and digitized music CDs). Similar to a conductor following
the score while listening to a performance, the PROBADO
system highlights the measure in the score matching the cur-
rently audible part of an audio track. One prerequisite for
this type of presentation is a mapping/synchronization of
pixel areas in the score scans to time intervals in the au-
dio track (see Section 3). The first step in calculating this
mapping is the reconstruction of the musical information
contained in the score scans using OMR. 4 However, for
orchestral scores the existing OMR systems lack the abil-
ity to reconstruct all information given in the score. Or-
chestral scores contain instrumentation information which

3 http://www.probado.de
4 We apply SharpEye2 (http://www.visiv.co.uk)
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might be important, e.g., for extracting the score of a sin-
gle instrument. In addition, the instrument text labels also
mark transposing instruments in the score. Their ignorance
results in shifts of single voices with respect to the rest of
the voices in the score. In [14] the impact of typical OMR
errors on the results of score-audio synchronizations was an-
alyzed. It turned out that lacking transposition information
has to be classified as the most influential OMR error. This
suggests that the transposition information contained in the
score should be reconstructed. Unfortunately, at the cur-
rent state no OMR system known to us offers the extraction
of transposition information as well as a correct instrument
labeling 5 of the score. SharpEye provides some text recog-
nition. However, the recognitions are not analyzed with re-
spect to instrument names and are not mapped to the ac-
cording staves, let alone propagated to the following (un-
labeled) systems. The OMR system PhotoScore Ultimate
6 6 offers instrument labeling to some extent. The included
OCR engine recognizes the instrument texts (often includ-
ing transpositions) and maps them to the staves. In addi-
tion, the recognized instrument text labels from the first sys-
tem are propagated to the following systems. However, the
used method seems to be rather simple. PhotoScore maps
the instrument text labels extracted from the first system to
the following systems line by line. Unfortunately, text la-
bels from these systems and structural differences in case of
compressed scores are ignored. Therefore, particularly for
compressed scores, incorrect instrument labelings are cre-
ated. Another OMR system dealing with instrument labels
is capella-scan. 7 The observed abilities of capella-scan to
create and propagate instrument and transposition labels are
comparable to those of PhotoScore. In both OMR systems,
the recognized transposition text labels—even if correctly
recognized—do not seem to be transformed into transposi-
tion labels that are considered during the creation of a sym-
bolic representation, such as MIDI or MusicXML.

In OMR research two crucial questions exist: Firstly,
which music format is processed? Each format (e.g., hand-
written score, medieval score) calls for specialized recon-
struction methods. Secondly, what is the application sce-
nario? The intended application strongly influences the re-
quired OMR accuracy. On the one hand, there are situa-
tions where an exact reconstruction of the score is crucial.
In this context, OMR systems that allow for manual cor-
rections of the recognition results were proposed (e.g., [5]).
Learning mechanisms integrated into those systems then use
the user feedback to gradually improve the OMR accuracy.
On the other hand, some applications demand OMR pro-

5 In contrast to the text actually placed on the score—which we call
instrument text label—instrument labels are language independent. All
known abbreviations or names of the same instrument are mapped to the
same label. These labels are used to identify which instrument is meant to
play in a staff.

6 http://www.sibelius.com/products/photoscore/
ultimate.html

7 http://www.whc.de/capella-scan.cfm

cesses providing a sufficient quality without requiring user
interactions. In our scenario, we are interested in process-
ing a large data collection with as little user interaction as
possible. The generated OMR results are only required for
score-audio synchronization, which is robust with respect to
missing notes and incorrect note durations. Therefore, in
this situation accuracy loss in favor of automation is desir-
able.

Although a great deal of research on OMR has been con-
ducted (see, e.g., [1]), the special challenges of orchestral
scores have not yet been addressed. However, the extrac-
tion of instrumentation and transposition information has to
be considered a crucial part of OMR for orchestral scores
regardless of whether the goal is an exact digital reconstruc-
tion of the score (e.g., for score-informed voice separation)
or a rough representation intended for further processing.

In this contribution we present a method to reconstruct
the missing instrument and transposition labels in orches-
tral scores. We combine OCR and OMR to regain informa-
tion from text labels in the score. Subsequently, instrument
and transposition labels for staves lacking text annotations
are reconstructed using music-related constraints and prop-
erties.

In Section 2 we will describe our instrument and trans-
position label reconstruction method. In Section 3 we will
give a short description of the applied score-audio synchro-
nization technique. Afterwards, the results of our evaluation
using a set of 11 orchestral pieces are presented and dis-
cussed. We close this paper with a summary and an outlook
on possible future work in Section 4.

2. METHOD

We present our method to reconstruct the instrument and
transposition labels in staves of orchestral scores. Basically,
the algorithm can be subdivided into three parts: In the first
part of the process (Subsection 2.1) the text areas on the
score scans are identified and processed by an OCR soft-
ware. Subsequently, the recognition results are transformed
into instrument labels and matched to the corresponding
staves. After this step, all staves, where textual informa-
tion was given in the score and recognized by the OCR soft-
ware, possess an instrument label. But in orchestral scores,
after the first system, instrument text labels are often omit-
ted. Therefore, in the second step of the algorithm (Sub-
section 2.2) missing labels are reconstructed by propagating
existing labels. Afterwards, each staff has an instrument la-
bel associated with it. In the final step of the algorithm the
transposition labels that were found in the first system are
propagated through the score (Subsection 2.3).

We impose some assumptions on the scores processed
with our method:

• The first system contains all instrument names that occur
in the piece.
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• The instrument order established in the first system is not
changed in subsequent systems.

• A maximum of two staves share a common instrument
text label.

• When first introduced, full instrument names are used.
• For compressed scores, text labels are given if the instru-

mentation changed compared to the preceding system.

For most orchestral scores these assumptions are met.
We will now provide a detailed account of the three steps

of the instrument and transposition labeling algorithm. For
an even more extensive description we refer to [15].

2.1 OCR-based instrument labeling

In this part of the reconstruction, we analyze textual infor-
mation given on the score sheets to create instrument and
transposition labels.

First, given a scanned score image, the contained con-
nected components (CCs) of black pixels are determined
[11, 15]. Afterwards, CCs that definitely do not contain let-
ters are discarded. Using a sweep line algorithm [3] hori-
zontally neighboring CCs are then merged to form words.
Subsequently, the thereby determined image areas are used
as input for the ABBYY FineReader 10 OCR software. 8

At this point, we have a list of OCR recognitions and
their positions on the score scans. To achieve a proper in-
strument labeling two additional steps are required. First,
the recognized text is compared to an instrument library.
The library contains names and abbreviations for typical or-
chestral instruments in German, English, French, and Ital-
ian. Using the Levenshtein distance [8], the library entries
with the longest word count that are the most similar to the
recognitions are identified and used as instrument labels in
the according text areas. Secondly, using the staff position
information available in SharpEye, the identified instrument
labels are mapped to the according staves of the score.

In the majority of cases, transposition information is
available from text labels like “clarinet in A” (see Figure 2).
To detect transpositions we therefore search for occurrences
of text labels containing the keyword “in” followed by a
valid transposition.

2.2 Instrument label reconstruction

This section constitutes the main part of the proposed meth-
od. We will use the labeling from the previous section as
initialization of an iterative process to reconstruct the label-
ing for all staves. Given the score of a piece of music, we
define the sequence of all systemsM = (M0, . . . ,Mm) and
the set of all instrument labels I of system M0 that were re-
constructed in Section 2.1. With S = [1:N ] we enumerate
all the staves in M and let Sa ⊂ S denote the staff num-
bers corresponding to Ma. Furthermore, we create a ma-

8 http://finereader.abbyy.com

trix π ∈ [0, 1]S×I , where π(i, I) will be interpreted as the
“plausibility” of staff i having the instrument label I . The
submatrix πa ∈ [0, 1]Sa×I corresponds to Ma. We initial-
ize π with the instrument labels determined in Section 2.1.
As plausibility values, the Levenshtein distances between
the instrument labels and the original instrument text on the
score sheets are applied. Note that due to this initialization,
several instruments might be mapped to one staff (e.g., for
the text label “viola and violoncello”). Afterwards, the plau-
sibility matrix π0 := π is iteratively updated using an update
method that can be subdivided into three steps

πk+1 = IOC ◦ IP ◦ POP (πk).

We will now explain these three steps of the update process
in chronological order.

2.2.1 Propagation of plausibilities (POP)

In this step we will propagate the plausibilities from system
Ma to system Mb, for several a < b specified below. To
perform a plausibility propagation, we fist calculate the set
Ca,b ≡ Ca,b(πa, πb) consisting of all triples (i, j, I) ∈ Sa×
Sb×I whose joint plausibility πa(i, I) ·πb(j, I) is positive.
We then reduce Ca,b by removing all crossings. A crossing
between two triples (i, j, I) and (k, `,K) with i < k occurs
if j > `. In case of a crossing, the triple with smaller joint
plausibility is removed. The resulting set will be denoted
by C ′a,b. By projecting the elements of C ′a,b onto the first
two components, (i, j, I) 7→ (i, j), we end up with the set
C×a,b ≡ C

×
a,b(πa, πb). To deal with uninitialized systems and

full scores, we add the pairs (0, 0) and (|Sa|+1, |Sb|+1) to
C×a,b. After sorting C×a,b lexicographically, we perform the
following update process ↑(πb|πa) for πb given πa:

1. For the smallest element (i, j) ∈ C×a,b search the minimal
t ≥ 1 such that (i+ t, j + t) ∈ C×a,b.

2. If no such t exists, goto 5.
3. ComputePij consisting of all (i+s, j+s) ∈ Sa×Sb\C×a,b

such that s ∈ [1 : t−1] and staff i+s and staff j+s share
the same clef label.

4. For all (`, I) ∈ Sb × I update πb as follows:
πb(`, I) = max ({πb(`, I)} ∪ {πa(k, I) | (k, `) ∈ Pij}).

5. Update C×a,b by removing (i, j).
6. If |C×a,b| > 1, goto 1.

Using this local update instruction, we define POP (πk)
in two steps. First we calculate π̃k

b :=↑ (πk
b |πk

0 ) for all
b ∈ [1 :m] and then POP (πk

b ) :=↑ (π̃k
b |POP (πk

b−1)) is
recursively computed. We redefine πk := POP (πk).

2.2.2 Applying instrument properties (IP)

In this step, we extract knowledge from the plausibility ma-
trix to reconstruct missing instrument labels and to fortify
already existing plausibility entries. We define some staff-
related properties E1, . . . , Ep as subsets of S where i ∈ Ej
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means that staff i has propertyEj (e.g., staff i has treble clef
or staff i is the first/last staff in the system). Similarly, we
define properties F1, . . . , Fq ⊂ ∪m

a=0Sa × Sa between two
staves of the same system (e.g., staff i is in the same brace
as staff j). We now use these staff related properties and π
to deduce instrument related properties.

For each instrument I we calculate the probability distri-
bution PI on E := {E1, . . . , Ep} given π:

PI(E|π) =

∑
i∈E wi · π(i, I)∑

E′∈E
∑

i∈E′ wi · π(i, I)
,

where wi = 3
4 for staves i in S0 and wi = 1

4 otherwise. For
(I, F ) ∈ I × F with F := {F1, . . . , Fq} we compute the
probability distribution PI,F on I given π: 9

PI,F (J |π) :=

∑
(i,j)∈F wi

√
π(i, I) · π(j, J)∑

J′∈I
∑

(i,j)∈F wi

√
π(i, I) · π(j, J ′)

.

Using these global instrument properties, we now define
the plausibility increase

π∆(I, i) :=
∑

E∈E:i∈E

wEPI(E|π) +

∑
j∈S,J∈I

∑
F∈F:(i,j)∈F

wF

√
π(j, J)PI,F (J |π),

where wE , wF are suitable property weights. Using π∆, we
define IP (πk) := N(πk +πk

∆), where for a non-zero matrix
X , N(X) := X/maxij |xij |. We redefine πk := IP (πk).

2.2.3 Exploiting the instrument order constraint (IOC)

A common convention for score notation is that the instru-
ment order established in the first system is not altered in
subsequent systems. Therefore, we use the instrument la-
bels of S0 to penalize systems where the instrument order
established by S0 is violated.

Given M0 and a system Ma, a > 0, we extract the se-
quences I0 = (I1, . . . , I|S0|) and Ia = (J1, . . . , J|Sa|) of
most plausible instrument labels. Afterwards we calculate
the set L0a of all pairs (i, j) ∈ S0 × Sa with Ii = Jj

for which a pair (k, `) ∈ S0 × Sa exists with Ik = J`

such that (i, j, Ii) and (k, `, Ik) constitute a crossing (Sub-
section 2.2.1). The plausibility decrease π∇,a(j, Jj) :=
λ
∑

i:(i,j)∈L0a
πa(i, Ii) with suitable parameter λ > 0 is

calculated for all a ∈ [1 : m]. Finally, the plausibility
update using the instrument order constraint is given by
IOC(πk) := N(πk−πk

∇), where πk
∇ =

(
πk
∇,0, . . . , π

k
∇,m

)
.

2.3 Transposition propagation

During the OCR-based reconstruction of the instrument la-
bels, the available transposition information is also trans-
formed into transposition labels and subsequently mapped

9 We chose two different probability distributions to account for the dif-
ferences between the two sets of properties E and F.

to the according staves. After the reconstruction process de-
scribed in the previous subsection has terminated, the trans-
position labels from the first system are propagated through
the whole score. For each staff in S0 holding a transposition
label, the occurrences of its instrument label in the rest of
the score are determined. The concerned staves will then be
assigned with the transposition label from S0.

In the context of our evaluation in Section 3 we used this
method to propagate manually corrected transposition labels
in the first system to the whole score.

We are aware of the fact that some orchestral scores con-
tain transposition information next to arbitrary staves. How-
ever, extracting those short text labels (e.g., “in A”) is a new
challenge and is left to be analyzed.

3. EVALUATION

As the need for an algorithm that reconstructs the transposi-
tion information contained in musical notations arose from
our application scenario, we will evaluate the impact of our
method with respect to the task of score-audio synchroniza-
tion. In Subsection 3.1 we provide a short overview of the
technique of score-audio synchronization. Afterwards, we
give a detailed account on the performed evaluations (Sub-
section 3.2).

3.1 Score-audio synchronization

The goal of music synchronization in general is the calcu-
lation of a mapping between each position in one represen-
tation of a piece of music to the musically matching posi-
tion in another representation of the same piece of music.
For score-audio synchronization tasks the given input docu-
ments are score scans and audio tracks.

In the first step of the synchronization both music docu-
ments are transformed into a common representation which
then allows for a direct comparison. We chose to use the
well-established chroma-based features. For details on the
calculation of chroma features from audio recordings we re-
fer to [2,9]. To extract chroma features from score scans the
given sheets are first analyzed with an OMR system to re-
construct the musical information. After storing the recogni-
tion results in a MIDI file, the chroma features are calculated
similarly as for the audio recordings.

In the next step a similarity matrix is calculated from the
two feature sequences. Finally, by applying multiscale dy-
namic time warping [10, 13] a minimal path through this
matrix is calculated. The synchronization between the mu-
sic documents is then encoded by this path.

3.2 Experiments

For our evaluation, we employ the beat annotations from the
RWC Music Library [6] as ground truth. We extracted the
measure starting points from these files to generate a ref-
erence synchronization on the measure level. As test data
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we selected the 11 orchestral pieces which contain at least
one transposing instrument (see Table 1). In addition, the re-
spective orchestral scores were collected and processed with
SharpEye (data sources: IMSLP 10 and Bavarian State Li-
brary 11). For four of the pieces we found scores that use a
compressed notation. Obviously, the labeling task is harder
for those scores than for scores using a full notation. To
perform the synchronization experiments, we took audio
excerpts of roughly two minutes length and the according
score clippings.

Label Work Publisher
C1 Haydn: Symphony no. 94 in G major, 1st mvmt. Kalmus
C2 Tchaikovsky: Symphony no. 6 in B major, 4th mvmt. Dover Publications
C3 Mozart: Le Nozze di Figaro: Overture Bärenreiter
C4 Wagner: Tristan und Isolde: Prelude Dover Publications
F1 Beethoven: Symphony no. 5 in C minor, 1st mvmt. Breitkopf & Härtel
F2 Brahms: Horn Trio in Eb major, 2nd mvmt. Peters
F3 Brahms: Clarinet Quintet in B minor, 3rd mvmt. Breitkopf & Härtel
F4 Mozart: Symphony no. 40 in G minor, 1st mvmt. Bärenreiter
F5 Mozart: Clarinet Quintet in A major, 1st mvmt. Breitkopf & Härtel
F6 Mozart: Violin Concerto no. 5 in A major, 1st mvmt. Bärenreiter
F7 Strauss: “An der schönen Blauen Donau” Dover Publications

Table 1. Overview of the test data. The scores of C1–C4 use
compressed and the scores of F1–F7 use full notation.

Before presenting the synchronization results, we want to
briefly comment on the accuracy of the instrument labeling
results of the proposed method. For our test data there were
a total of 464 instrument text labels given in the score. In
addition, 87 transposition text labels were found. Our eval-
uation method could correctly reconstruct 88% of the instru-
ment and 77% of the transposition labels (see Table 2). The
error sources are diverse (e.g., OCR misrecognitions, un-
considered instrument abbreviations) and some will be dis-
cussed after the presentation of the synchronization results.

Instrument labels % Transposition labels %
total errors total errors

Compressed 401 53 87 75 17 77
Full 63 1 98 12 3 75

Total 464 54 88 87 20 77

Table 2. Percentage of wrongly reconstructed text labels.

For each piece of music we calculated four synchroniza-
tions. In the first case, we used the MIDI created from the
SharpEye recognition data (OMR) to create the score-audio
synchronization. In the other cases we manipulated the
OMR recognition before performing the synchronization. In
the second case, we manually annotated the missing trans-
position labels in the scores (OMR∗). In the third case, we
applied the label reconstruction method described in Sec-
tion 2 (OMR+LR). 12 In the last case, we manually cor-
rected the transposition labels in the first system before the
transposition propagation is performed (OMR+LR∗). Ta-
ble 3 shows the evaluation results for all of the mentioned

10 http://imslp.org/wiki/Main_Page
11 http://www.bsb-muenchen.de
12 We performed 18 iterations of the process described in Section 2.2 and

chose suitable experimentally determined parameter settings.

settings. The numbers state the mean and standard devia-
tions from the ground truth. Comparing the results of OMR

Label OMR OMR∗ OMR+LR OMR+LR∗
mean std mean std mean std mean std

C1 456 1016 283 441 456 1016 283 441
C2 434 502 385 378 424 505 425 503
C3 247 349 128 178 134 183 181 247
C4 1005 980 889 884 889 884 889 884
Av 536 712 421 470 476 647 445 519
F1 462 700 265 391 284 493 265 391
F2 390 672 110 125 110 125 110 125
F3 266 803 124 84 124 84 124 84
F4 93 88 93 86 93 88 93 86
F5 243 383 65 53 65 53 65 53
F6 79 81 69 66 69 66 69 66
F7 451 658 310 492 310 492 310 492
Av 243 405 148 185 151 200 148 185

Table 3. Overview of the deviation of the different synchroniza-
tion results from the ground truth (in ms).

and OMR∗, it becomes evident that knowing all transposi-
tion labels results in a significant improvement of the syn-
chronization results.

For six pieces—one of which has a compressed score—
our method could correctly reconstruct all transposition la-
bels (C4, F2, F3 and F5–F7, see column OMR+LR). For
the remaining pieces, other than C1 and F4, the method im-
proved the synchronization results compared to not apply-
ing any post-processing. By annotating the transposition la-
bels in the first system manually before propagating them
through the score (OMR+LR∗) the results became equal to
OMR∗ for all full scores and the compressed score C1. Al-
though, manual interaction was still required, only annotat-
ing the first system constitutes a significant improvement
compared to annotating all systems of an orchestral piece
manually. For C2 and C3 a correct reconstruction of the
transposition labels was not possible. In addition, using the
propagation of the transposition labels from the first system
results in a degradation of the synchronization compared to
OMR+LR (due to instrument labeling errors).

We will now discuss the labeling results for some scores
in more detail. For two pieces the transposition text labels
given in the score were not recognized. In C1 the score no-
tation uses an unusual setting of the transposition text labels
(see Figure 2). The text labeling in C1 results in the recog-
nition of three separate text labels (“in”, “G”and “Sol”) in-
stead of one text label (e.g., “in G”). Therefore, our method
could not reconstruct the transposition labeling. In F4 the
alignment of the transposition text labels would allow for
a successful recognition but the OCR engine produced re-
sults such as “i n Sol” or “inSiw”. In both of these examples
the keyword “in” with a subsequent space was not available.
Although for all other pieces the transposition labels in the
first system were correct, some instrument labeling errors
occurred which sometimes influenced the transposition la-
beling of subsequent systems in a negative manner. Some
of these errors result from incorrect OCR recognitions (e.g.,
recognition of “FI.” instead of “Fl.” (flute) results in a map-
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ping to “Fg.” (Fagott, German for bassoon)). Furthermore,
some text labels are wrongly interpreted as instrument text
labels and thereby produce wrong instrument labels. An in-
teresting mix-up occurred for C3. Here, Italian text labels
are used and both the clarinet and the trumpet are part of the
instrumentation. However, in Italian the trumpet is called
“clarino” which is abbreviated by “Cl.”. But, in English this
abbreviation is used for the clarinet.

Figure 2. Examples of missed transposition text labels.

We also performed an evaluation of the impact of other
OMR errors (clefs, accidentals, pitches, durations) on the
prospective synchronization results (see Table 4). In accor-
dance with the results in [14], correcting the OMR data al-
most consistently resulted in an improvement. However, the
accuracy increase is less pronounced than for transpositions.

Label OMR OMR∗ OMR+LR OMR+LR∗
mean std mean std mean std mean std

C4 1018 967 936 856 936 856 936 856
Av 486 517 426 405 436 449 445 457
F1 342 528 151 169 172 219 151 169
Av 269 471 131 144 134 151 131 144

Table 4. Synchronization results for corrected OMR data. The
averages are calculated for C1–C4 and F1–F7, respectively.

4. CONCLUSIONS AND FUTURE WORK

We presented a method for the reconstruction of instrument
and transposition labels from orchestral scores. Our method
reconstructs instrument labels based on an OCR recognition
and propagates those labels to staves where no instrument
text labels existed in the score. We tested our method in
the context of score-audio synchronization. The evaluation
showed both the need for the reconstruction of transposition
labels to improve the synchronization results and the ability
of our method to achieve this.

At the moment our method is being integrated into the
preprocessing workflow of the PROBADO application (see
[4]). We hope to thereby reduce the manual annotation effort
required to administer large music databases.

To make the reconstruction more robust—especially for
compressed scores and with respect to the imposed assump-
tions—we suggest several ideas. We found that although
ABBYY FineReader produces a very high recognition rate
for words (> 97%), the recognition of instrument abbre-
viations was often inferior to other OCR engines. There-
fore, a promising idea is the combination of several OCR
engines to make the initial OCR-based instrument labeling

more reliable. Our method takes advantage of some con-
ventions for music notation while currently ignoring several
others. We assume that, e.g., key signatures, braces, and
instrument groups form powerful tools w.r.t. the task of in-
strument labeling. However, SharpEye does not recognize
those features reliably and prevents their reasonable usage.
We therefore suggest to reconstruct them by, e.g., combining
several OMR engines as proposed in [7] and to subsequently
integrate them into the proposed method.
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